![A drawing of a cartoon character

Description automatically generated](data:image/jpeg;base64,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)

Jeff Levesque

https://github.com/jeff1evesque/ist-736 | Final Project

IST-736: Market Sentiment

PRofessor gates

Table of Contents

[Introduction 2](#_Toc20679747)

[Data Preparation 2](#_Toc20679748)

[Twitter API 2](#_Toc20679749)

[Quandl API 3](#_Toc20679750)

[Amazon Mechanical Turk 4](#_Toc20679751)

[Joining Data 4](#_Toc20679752)

[Exploratory 5](#_Toc20679753)

[Stop Words 5](#_Toc20679754)

[Topic Model 5](#_Toc20679755)

[Latent Dirichlet Allocation 6](#_Toc20679756)

[Selected Topics 7](#_Toc20679757)

[Sentiment Analysis 9](#_Toc20679758)

[Analysis 11](#_Toc20679759)

[Baseline Results 15](#_Toc20679760)

[Classification 15](#_Toc20679761)

[Time series 21](#_Toc20679762)

[Granger Causality 27](#_Toc20679763)

[Select Results 28](#_Toc20679764)

[Granger Causality 28](#_Toc20679765)

[Classification 30](#_Toc20679766)

[Time series 33](#_Toc20679767)

[Compute Benchmark 37](#_Toc20679768)

[Future Ideas 38](#_Toc20679769)

[Conclusions 40](#_Toc20679770)

[Appendix A 41](#_Toc20679771)

[References 42](#_Toc20679772)

# Introduction

Do the opinions of Financial Analysts on Twitter impact market sentiment and volatility? There are many financial analysts on twitter offering investment advice to millions of people daily. These analysts also employ media outside of Twitter, including TV shows, blogs and newspaper columns. However, Twitter provides closer to real-time sentiment distribution than other media. For example, Jim Cramer is arguably the most famous financial analyst today, having over 1.1 million followers on Twitter, and host of the popular Mad Money television series. Because audience members often look to financial analysts such as Jim Cramer for market advice, the natural question arises of whether their advice impacts the investment decisions of followers, and in turn, market volatility?

Market volatility is a statistical measure of dispersion relative to security or market index. Generally, higher volatility is a sign of greater risk since the range of possible values varies relatively more[[1]](#footnote-1). Market volatility can be tracked by using the CBOE Volatility Index (VIX). The VIX is a market index that represents the market's expectation of 30-day forward-looking volatility. It is derived from the price inputs of the S&P 500 index options. The VIX is considered a reflection of investor sentiment; the higher the VIX is, the higher the levels of investor anxiety and market volatility. Put another way, there is direct correlation between VIX measures, market volatility and investor anxiety.

If there is a correlation between the sentiment delivered by these analysts and the level of market volatility for that day, this information can be a valuable tool for investors to incorporate into their investment strategy. Having advance knowledge of market volatility would be invaluable to investors by allowing them to adjust their portfolios to preempt market risk. Tweets have been known to impact the market before – on May 5th 2019, President Trump tweeted negatively about a Trade War with China and the VIX rose by as much as 46.1% intra-day the next market day, while the Dow Jones Industrial Average plunged by as much as 471 points . Exploring possible impacts other tweets might have, becomes more promising with these types of observations.

# Data Preparation

## Twitter API

The Twitter API[[2]](#footnote-2) was implemented using an approved Twitter developer[[3]](#footnote-3) account. A python template file (config--TEMPLATE.py) was created containing dummy text representing the secret key and tokens provided with the Twitter developer account. This file was copied as config.py with values properly substituted. Changes were a requirement of the general application implementing the Twython[[4]](#footnote-4) package. Within the application, two main twitter functionalities were streamlined. The first allowed general querying through a set of parameters[[5]](#footnote-5), while the second allowed querying content for specified twitter screen names. This functionality was provided using the user timeline component[[6]](#footnote-6).

Five screen names were queried:

* Jimcramer
* ReformedBroker
* TheStalwart
* LizAnnSonders
* SJosephBurns

Corresponding code generated dataframe structures for each of the above screen names, and then outputted to an associated csv file[[7]](#footnote-7). On future executions, if the corresponding csv file already exists, then the twitter api should not duplicate existing files.

The parameters collected from the twitter accounts were screen\_name, created\_at, and full\_text. Each account was collected using a rate\_limit=900[[8]](#footnote-8). This ensured that the maximum number of tweets could be collected per screen name. However, due to the request limit, roughly 15 minutes was required before re-executing, to obtain the maximum content for each successive screen name. This resulted in a little over 1.5 hours to initially generate local csv files.

Finally, a default start\_date = datetime(3000, 12, 25) and end\_date = datetime(1000, 12, 25) was defined. This definition was created to represent the datetime range for a given twitter screen name. Specifically, the initial start\_date was compared to each tweet for a given user. If a tweet exists with an earlier datetime, this was set as the new start\_date. This type of logic was extended similarly for the end\_date. This maximized value allows the functional tweet domain to accurately map to the quandl historical range.

## Quandl API

Like the Twitter API, the python Quandl API[[9]](#footnote-9) was utilized to acquire market data, including the Nasdaq index. An account was needed to obtain the associated API key and the same config.py was utilized, respective to that account. The date range was maximized[[10]](#footnote-10) in order to obtain the largest possible dataset. Obtaining data was not as restricted by the same rate limit as Twitter. A local csv file was created. This ensures integrity and optimization for use in a future study extends with additional datasets. While five different columns were returned, only the Index Value was utilized for successive calculations, described in sections below:

* Trade Date
* Index Value
* High
* Low
* Total Market Value
* Dividend Market Value

Finally, as described earlier, market data range, was predicated on the maximized tweet domain.

|  |
| --- |
|  |
| Figure 1: domain mapping from Twitter API (x) and Quandl Data f(x)[[11]](#footnote-11). |

## Amazon Mechanical Turk

An attempt was made to acquire additional data, using the Amazon Mechanical Turk (MTurk) crowd sourcing platform[[12]](#footnote-12). Specifically, MTurk templates were created, with the goal of attaining an additional 1600 tweets for each financial analyst using a startdate of 05/08/2019[[13]](#footnote-13). However, obtained results were not desirable for many of the earlier completed workers[[14]](#footnote-14). Thus, remaining jobs were immediately canceled. In addition to poor results, the general data collection[[15]](#footnote-15) task was not optimal. Specifically, any number of workers can overload data collection for a given date, quickly exhausting the total requested amount. Because it’s possible that nearly all participants may report on the first start date, the last N tweets/dates could go unreported, even under the ideal case of accurate reporting. The optimal situation would restrict a single worker per published job. However, the current platform allows any number of users to participate, negating the potential benefits to be gained.

## Joining Data

To simplify processing, tweets were aggregated by created\_at and screen\_name. If an account tweeted multiple times a given day, each full\_text instance was concatenated to a single string. This allowed sentiment measure to be computed as a time series. Each twitter account data was merged on Trade Date = created\_at column. Later classification tasks were predicated on comparing the current day market value with the previous day. Thus, some edge cases needed to be considered:

1. If the first Index Value is nan, drop the instance
2. If successive (n+1) index has a previous step nan, skip and do nothing
3. If successive (n+1) index is nan, set market values to previous day and concatenate current full\_text with previous day.

Additionally, if a given day contained an empty string for full\_text, this instance was dropped and the dataframe index was reset.

# Exploratory

Initial exploration was performed for each twitter screen name, and overall aggregation. Specifically, word clouds, vader sentiment, and topic modeling were determined for each twitter screen name. Finally, word clouds and sentiment measures were repeated on the overall dataset.

## Stop Words

Two set of stop words[[16]](#footnote-16) were utilized during exploration, and later analysis:

* stopwords: general stop words for topic modeling and vectorization
* stopwords\_topics: combined with general stopwords and for topic modeling

## Topic Model

Topic Modeling (TL)[[17]](#footnote-17) was implemented against the five financial analysts mentioned above. The corresponding twitter accounts were fed into the twitter API[[18]](#footnote-18) using the Twython[[19]](#footnote-19) python package. The collected data was then tokenized[[20]](#footnote-20) using CountVectorizer[[21]](#footnote-21) to obtain the term frequency (TF):

![Image result for term frequency equation](data:image/png;base64,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) **(equation 1)**

Specifically, the TF is the ratio of word occurrences divided by the total number of terms in the given document, inputted into the LatentDirichletAllocation[[22]](#footnote-22) method.

### Latent Dirichlet Allocation

The implemented codebase[[23]](#footnote-23) provides the ability to utilize a deterministic Non-Negative Matrix Factorization (NMF), and the probabilistic Latent Dirichlet Allocation (LDA) for topic modeling. While a comparison of the approaches was analyzed, the benefits did not significantly outweigh additional computing. Without loss of generality, only the LDA was used. Since latent variables are inferred (rather than observed) through iteration and maximization steps, the overall model follows a generative pattern.
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However, to better understand the generative process, consider a simple case – predicting the topic of a token (x). This can be expressed as the joint probability of the word and topic:
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In the above (equation 3), θ represents the per document topic distribution, and β the per corpus topic distribution. Furthermore, the Bayesian likelihood component denotes the distribution of words for a given topic, while the prior signifies the number of topics for a given document. The product of all token probabilities represents the probability a given document belongs to a specific topic[[24]](#footnote-24). LDA can be generalized and expressed as a distribution:
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Both θ and z are unknown hyperparameters, so approaches such as maximum likelihood estimation (MLE) cannot be performed directly. Instead, the Expectation-Maximization (EM) LDA[[25]](#footnote-25) was utilized. This process involved iteratively computing latent variables of the posterior distribution from equation 4. Since derivation of the posterior cannot be computed easily, an alternative posterior is used in its place:
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For this step, inferential statistic was used to approximate the best γ, and φ, minimizing the difference with the true posterior distribution[[26]](#footnote-26).

### Selected Topics

While the number of topics was chosen to be 10 for each financial analyst, an elbow method could be implemented to dynamically determine an appropriate number of topics. However, due to limited compute resources and timeline, this has been left for future enhancements. Results from the below exploratory step, determined the associated quandl[[27]](#footnote-27) code for later analysis:

* FNYX\_QQQ
* FNSQ\_SPY
* BATS\_AMZN
* BATS\_GOOGL
* BATS\_AAPL
* BATS\_NFLX
* BATS\_MMT
* FNYX\_MMM
* PET\_RWTC\_D
* PR\_CON\_15YFIXED\_IR
* PR\_CON\_30YFIXED\_APR

For completeness additional codes were later analyzed:

* CBOE\_VX1
* COMP-NASDAQ

|  |  |
| --- | --- |
|  |  |
| Figure 2: LDA for JimCramer. | **Figure 3:** LDA for JimCramer. |

|  |  |
| --- | --- |
|  |  |
| Figure 4: word cloud for LizAnnSonders. | **Figure 5:** word cloud for LizAnnSonders. |

|  |  |
| --- | --- |
|  |  |
| Figure 6: word cloud for ReformedBroker. | **Figure 7:** word cloud for ReformedBroker. |

|  |  |
| --- | --- |
|  |  |
| Figure 8: LDA for SJosephBurns. | **Figure 9:** LDA for SJosephBurns. |

|  |  |
| --- | --- |
|  |  |
| Figure 10: LDA for TheStalwart. | **Figure 11:** LDA for TheStalwart. |

## Sentiment Analysis

Tweets associated with financial analysts were measured for positive, negative, and neutral sentiments. Using the python Vader package[[28]](#footnote-28), tweets were found more neutral, then positive, and negative, respectively. Next, aggregated words by topic from LDA were used for sentiment measures for each financial analyst[[29]](#footnote-29). Since 10 topic models were generated, each x-label corresponds to a computed topic, with three associated measures of sentiment varying along the y-axis. Like the twitter sentiments, the overall topic models have similar Vader sentiment measures – neutral, positive, and negative.

|  |  |
| --- | --- |
|  |  |
| Figure 12: twitter sentiment for JimCramer. | **Figure 13:** lda sentiment for JimCramer. |

|  |  |
| --- | --- |
|  |  |
| Figure 14: twitter sentiment for LizAnnSonders. | **Figure 15:** lda sentiment for LizAnnSonders. |

|  |  |
| --- | --- |
|  |  |
| Figure 16: twitter sentiment for ReformedBroker. | **Figure 17:** lda sentiment for ReformedBroker. |

|  |  |
| --- | --- |
|  |  |
| Figure 18: twitter sentiment for SJosephBurns. | **Figure 19:** lda sentiment for SJosephBurns. |

|  |  |
| --- | --- |
|  |  |
| Figure 20: twitter sentiment for TheStalwart. | **Figure 21:** lda sentiment for TheStalwart. |

# Analysis

A baseline exploration was conducted on the Nasdaq and VIX index, then expanded to other indices to determine – “Can market sentiment from financial analysts predict stock prices”? To begin, time series data consisting of stock index or volume (xi) needed to be converted to a set of classes used as the target vector during classification. First, the upper threshold limit (l) was determined for stock index or volume:
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Once the upper limit (l) is determined, the associated threshold(s) are computed:
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Finally, a moving average is taken with several considerations. First, a lag parameter (L) is used to smooth the data, possibly eliminating trend. This value is alternatively known as a moving average (MA) or sliding window. To begin, the filter average (favg) and filter standard deviation (fstd) are computed for each threshold (T) on a given financial analyst (A):
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A threshold parameter (T) defines the number of standard deviations above MA, which a point (Ai) is classified as a signal (sj)[[30]](#footnote-30).
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Using equation 10, when Bj > Cj, the influence parameter (I) provides context whether past signals exceeding a z-score threshold, should be used to determine successive threshold values. Values range between [0, 1], where zero values have no influence on calculating successive threshold values, while a value of one is weighted with greater importance:
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Conversely, when Bj <= Cj, the same values update using the current value:
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The average and standard deviation filters from equation 8 and 9 are updated as follows:

![](data:image/png;base64,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) **(equation 12)**

If no threshold is computed, a default behavior is applied. Specifically, stock prices or volume measures (xi) were binned into classes when individual values exceed a previous defined step, namely (up, down) 🡪 (0, 1). Thus, “up” was assigned if the current day Index Value was greater than the previous day; otherwise, assigned down:
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In this study, an initial of TA = [0.5, 2] was utilized, rather than using the provided equation 6 and equation 7. However, not many signals exceed beyond two standard deviations. Therefore, the assignment was further reduced TA = [0.5]. Without loss of generality, an update function has been coded in python[[31]](#footnote-31), allowing the earlier system of equations to update the corresponding filters in order to better discriminate future signals against noise. The array of points classified as either signal or noise (see equation 13), becomes the target vector (y) to the vectorized tweets (X) from financial analysts (A):
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Specifically, the term frequency-inverse document frequency (TFIDF) was applied to each set of tweets (xi) for a given financial analyst (A). Since the overall data distribution was sometimes unbalanced, two rules governed whether a given class (ci) had an insufficient amount of data. If the first condition is true, then each matching row from X, and target value (ci) from the target vector (y) are removed. Additionally, if the second rule is satisfied, then the first matching row from X, and associated target value (ci) from the target vector (y) is iteratively removed until the second rules becomes false:

|  |  |
| --- | --- |
| 1. |  |
| 2. |  |

Once completed, data was split into 80% train, and 20% test. Bernoulli Naïve Bayes (BNB), Multinomial Naïve Bayes (MNB), and Support Vector Machine (SVM) were trained using equation 14.

Timeseries methodologies, including, ARIMA, and Long Short-Term Memory (LSTM) were applied on earlier Vader sentiment scores. Using the grangercausalitytests[[32]](#footnote-32) method, the causality test provides insight whether sentiment scores could forecast time series – stock Index or Volume measures. While the Granger test is ideal for the ARIMA model, autocorrelation (ACF) and partial autocorrelation (PACF) were not utilized in determining appropriate (p,q,d) components for stationarity. A future study may utilize both ACF and PACF to find optimal hyperparameters. However, a custom grid search[[33]](#footnote-33) method could provide an automated method, implicitly resolving stationarity.

## Baseline Results

Baseline analysis was conducted using the volatility index (VIX), serving as a benchmark for successive measurements. While results were computed for jimcramer, LizAnnSonders, and ReformedBroker, only results for LizAnnSonders[[34]](#footnote-34) were considered. This determination was largely made because corresponding confusion matrices were only slightly less biased.

### Classification

Various classification algorithms were implemented, using a custom stop word list[[35]](#footnote-35), and standard TF-IDF implementation:

* Support Vector Machines (SVM)
* Bernoulli Naïve Bayes (BNB)
* Multinomial Naïve Bayes (MNB)

The classification task was repeated, with the remaining corpus being suffixed with a part-of-speech (POS) tag before the TF-IDF. The intention of this approach was merely exploratory, since the resulting corpus increases sparsity:

* Support Vector Machines (SVM-POS)
* Bernoulli Naïve Bayes (BNB-POS)
* Multinomial Naïve Bayes (MNB-POS)

The daily VIX “Total Volume” was utilized with the peak z-score methodology[[36]](#footnote-36) (described above) to eliminate irrelevant data points. The remaining signal points were binned into classes based on a default threshold implementation (see equation 11 and equation 13):

|  |  |
| --- | --- |
| VIX Total Volume for LizAnnSonders | |
|  |  |
| Figure 22: overall classification results | **Figure 23:** z-score signal indicator |

Note that the above classifiers only train if there are enough instances in the constructed dataframe, consisting of tweets in one column with associated sentiment scores in separate columns. Specifically, the number of rows must satisfy the following constraint:
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Furthermore, the dimensionality of tweets was reduced using the Porter stemmer[[37]](#footnote-37) and chi-squared[[38]](#footnote-38) methods/algorithms. Specifically, after applying the stemmer, followed by the TF-IDF vectorizer, the top 1000 words were selected using chi-squared. The resulting corpus was trained against the provided target vector. The baseline results do not provide insight beyond a comparative benchmark. The below results were selected primarily due to their better balance:

|  |  |  |
| --- | --- | --- |
| Classification: VIX Total Volume for LizAnnSonders | | |
|  |  |  |
| Figure 24: BNB | **Figure 25: B**NB (POS) | **Figure 26:** MNB |

To further check False-Positive with True-Positives, the precision, recall, and f-score are computed respectively. Specifically, precision was used to measure the ratio of correctly predicted positive labels against the entire positive labels.
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Generally, high precision is related to low false positives[[39]](#footnote-39). Similarly, recall was calculated to measure the ratio of correctly positive labels against all labels for the given class.
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Finally, the f-score combined the former scores to produce a harmonic mean[[40]](#footnote-40).
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|  |  |  |
| --- | --- | --- |
| Check: VIX Total Volume for LizAnnSonders | | |
|  |  |  |
| Figure 27: BNB | **Figure 28:** BNB (POS) | **Figure 29:** MNB |

As shown in Figure 27 – Figure 29, BNB and BNB (POS) have the best combination of precision, recall and f-score. However, depending on a single execution may rely too much on chance. Thus, a k-fold[[41]](#footnote-41) implementation was utilized having n\_splits=5, repeated 750 times.

|  |  |  |
| --- | --- | --- |
| K-fold: VIX Total Volume for LizAnnSonders | | |
|  |  |  |
| Figure 30: BNB | **Figure 31: B**NB (POS) | **Figure 32:** MNB |

While the remaining k-fold model iterations did not exceedingly outperform the above combinations (Figure 27 – Figure 29), performance of the remaining models can be reviewed separately[[42]](#footnote-42). The train and test distribution were reviewed for Figure 21 - Figure 23:

|  |  |  |
| --- | --- | --- |
| Train Distribution: VIX Total Volume for LizAnnSonders | | |
|  |  |  | |
| Figure 33: BNB | **Figure 34: B**NB (POS) | **Figure 35:** MNB | |

|  |  |  |
| --- | --- | --- |
| Test Distribution: VIX Total Volume for LizAnnSonders | | |
|  |  |  |
| Figure 36: BNB | **Figure 37:** BNB (POS) | **Figure 38:** MNB |

The train distributions generally show balance between the target classes, providing the model a balanced learning opportunity. However, both BNB and MNB test data, were of increasing unbalanced spread.

The corpus utilized TF-IDF before train, with coding facilities to determine the top N weighted words used during classification. This functionality was available for all classifiers as well as the MNB – capable of attaining word scores associated with negative, or positive sentiments. However, the selected words were often characterized by numerical values from the corpus. Moreover, the implemented chi-square provided similar yet more general facilities to determine the top N chi-square selected words:

|  |
| --- |
| Coding snippet: get\_top\_chi2() |
| self.wscores = pd.DataFrame(  list(zip(  self.get\_feature\_names(),  self.chi2.scores\_,  self.chi2.pvalues\_  )),  columns=['feature', 'score', 'pval']  )  self.wscores = self.wscores.sort\_values(  by='score',  ascending=False  ).head(top\_words) |
| Figure 39: brain/algorithm/text\_classifier.py[[43]](#footnote-43) |

Furthermore, the chi-square was applied after the TF-IDF vectorizer, to reduce dimensionality to the top 1000 words:

|  |  |  |
| --- | --- | --- |
| Top 25 chi2: VIX Total Volume for LizAnnSonders | | |
|  |  |  |
| Figure 40: BNB | **Figure 41: B**NB (POS) | **Figure 42:** MNB |

Due to a limitation of the port stemmer, the over-generalized words are more difficult to discern. Some commonalities between models (including those not shown above) indicate the following top stemmed words:

* jan
* twitterback
* 267B
* Uneasi
* wow
* 8662
* ack
* short

Overall, the top words for VIX are related to President Trump’s proposed $267B tariffs on all goods from China early September 2018[[44]](#footnote-44). While market drop follow, general threats on American Chinese economic tension caused general uneasiness in the global market. Counter tariffs largely impacted U.S. farm products the following year:

|  |
| --- |
| Farm products impacted by U.S. China trade war |
| Figure 43: Effects of Chinese Tariffs on U.S. Agriculture. |

Additional retaliatory threats include stopping export of rare earth materials to the U.S., which impacts the U.S. tech and manufacturing industries. Continued tension between the American Chinese economies has caused much of the U.S. stock market to be shorted in the past year.

### Time series

Time series models were created using the Vader sentiment scores derived from each financial analyst tweet corpus. Additionally, an overall timeseries model for a given stock index/volume was created independent of any financial analyst. Trained models include the ARIMA and the LSTM neural network variant. These two different models were trained, with the intention of providing a level of comparison, like the variety of models utilized for classification. Moreover, the mean squared error (MSE) provides a basis of comparison between the two models.

In general, the ARIMA model is a regression methodology which includes three components (p,q,d) to help predict successive future values:

* AR (p): autoregression – previous N weighted time series value(s) regressed to predict current or future observation.
* I (q): integrated – differencing term to ensure constant mean and variance (stationary)
* MA (d): moving average – previous N weighted error terms averaged to predict current or future observation

This modeling technique often requires stationarity, to ensure predicted value(s) are relevant and not caused by trends or seasonal time dependencies. More generally, if stationarity is assumed, then the distribution is time independent, or roughly the same at the different times. This permits the use of statistical inferencing from the stochastic distribution[[45]](#footnote-45). To induce stationarity, the ACF and PACF plots can be used to determine optimal MA or AR terms, respectively. Some suggested rules can be reviewed in Appendix A below.

In this study, rather than utilizing the ACF or PACF, a grid-search implementation was deployed with the Dickey-Fuller test[[46]](#footnote-46). Specifically, the (p,q,d) parameters were allowed to vary with a range(0, 4). The null hypothesis assumes non-stationarity, while p <= 0.05 assumes the given combination is stationary. Furthermore, an associated mean squared error (MSE) was computed for each combination. Only significant models were given consideration, while the lowest MSE model for a given analyst/sentiment case was selected. This approach was also implemented for the general case – stock value/volume. Furthermore, each value in the time series was log transformed:
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In general, the recommended minimum observations for the ARIMA model is between 50 – 100[[47]](#footnote-47). However, the size of the VIX dataset was sufficiently long[[48]](#footnote-48). This indicates the trained model characterizes reliable predictions for the general VIX volume:

|  |  |  |
| --- | --- | --- |
| ARIMA Distribution: VIX Total Volume | | |
|  |  |  |
| Figure 44: train (3,2,0) | **Figure 45:** test (3,2,0) | **Figure 46:** overall MSE |

**Note:** Figure 44 represents data after being log transformed. See Figure 59 for original scale.

Additionally, since the sentiment models aggregated data with the same join\_data[[49]](#footnote-49) method, the number of train and test distribution follow identically as Figure 33-38. Now, when training the vader sentiment scores for the corresponding twitter corpus:

|  |  |  |
| --- | --- | --- |
| ARIMA Train Distribution: LizAnnSonders Sentiment | | |
|  |  |  |
| Figure 47: negative (3,1,0) | **Figure 48:** neutral (3,2,0) | **Figure 49:** positive (0,2,0) |

The model still depicts moderate accuracy, with neutral and positive models performing best:

|  |  |  |
| --- | --- | --- |
| ARIMA Test Distribution: LizAnnSonders Sentiment | | |
|  |  |  |
| Figure 50: negative (3,1,0) | **Figure 51:** neutral (3,2,0) | **Figure 52:** positive (0,2,0) |

Similarly, the LSTM model was trained against both the corresponding VIX volume and Vader sentiment scores. Unlike the ARIMA implementation, there is no general guideline on the size of the train data. Often, the convergence of the neural network is a function of the data complexity. In general, the LSTM framework, a variant of the recurrent neural network (RNN), greatly differs from traditional regression models. Rather than requiring stationarity through time series differencing, LSTM focuses on persisting information through a gated system. This gated system was intended to solve the challenges of the vanishing gradient[[50]](#footnote-50), a characteristic of uncoiling N + 1 RNN layers, each consisting of a single tangent activation function.

|  |  |
| --- | --- |
|  |  |
| Figure 53: coiled RNN | **Figure 54:** uncoiled RNN cells |

In this study, since four cells were utilized with large number of epochs (initially 750, then increased to 1500), cell states are susceptible to converge to zero. As a result, the LSTM architecture is better suited, providing the three-gate alternative, instead of one[[51]](#footnote-51):

|  |  |
| --- | --- |
|  |  |
| Figure 55: coiled LSTM | **Figure 56:** uncoiled LSTM cells |

1. Forget gate: sigmoid function multiplies cell states (Ct-1) in the given input matrix zero (forget) or one to persist the given data
2. Input gate: sigmoid function decides what values will be updated
3. Tanh layer: creates new cell state vector (Ct)
4. Output gate: sigmoid function decides which cell state (squashed from neighboring tanh layer) to persist

|  |  |
| --- | --- |
|  |  |
| Figure 57: previous (Ct-1), w/updated cell state (Ct) | **Figure 58:** previous hidden state supplied into current cell |

In this study, each of the four cells consists of the same attributes:

* 50 units: number of neurons in each cell
* Sigmoid activation: output zero for negative values, else one for positive values
  + replaces the generalized tanh function
* Return sequences: return the hidden state to the next cell
* Dropout layer: reduce overfitting by ignoring 0-100% of neurons in each cell

For the base study, the dropout was fixed at zero, ignoring the potential for overfit. Once a baseline was known, both the number of neurons and dropout was varied. In general, the more cells that are used in a stacked network, the greater the amount of data that is needed for train. Though no specific rules exist, a deeper network is often more complicated, requiring both more train data, and greater dropout to reduce overfitting. Conversely, simpler datasets often suffice using 1-2 cells. In this study, rather than using a suggested 2 cell network, four cells were stacked, initially trained with 750 epochs and, then increased.

The deployed LSTM is much like the earlier autoregressive ARIMA component. Specifically, the previous N=4 steps was used to predict the next M=1th position. While the LSTM class[[52]](#footnote-52) allowed the prediction of the next (M + x)th step, this was not formally explored. Each time series train data was scaled using MinMaxScaler[[53]](#footnote-53). The intention was to downscale potential large values, to better facilitate LSTM convergence.

The trained LSTM VIX volume model show significant performance, underperforming against the earlier ARIMA variant, as shown by corresponding MSE scores:

|  |  |  |
| --- | --- | --- |
| LSTM Distribution: VIX Total Volume | | |
|  |  |  |
| Figure 59: train (750 epochs) | **Figure 60:** test (750 epochs) | **Figure 61:** overall MSE |

The sentiment models still aggregated data with the same join\_data[[54]](#footnote-54) method:

|  |  |  |
| --- | --- | --- |
| LSTM Train Distribution: LizAnnSonders Sentiment | | |
|  |  |  |
| Figure 59: negative | **Figure 60:** neutral | **Figure 61:** positive |

While the trained neural network appears to perform moderately well:

|  |  |  |
| --- | --- | --- |
| LSTM Test Distribution: LizAnnSonders Sentiment | | |
|  |  |  |
| Figure 60: negative (750 epochs) | **Figure 61:** neutral (750 epochs) | **Figure 62:** positive (750 epochs) |

The associated MSE comparison indicates that ARIMA outperforms LSTM at 750 epochs:

|  |  |  |
| --- | --- | --- |
| ARIMA Sentiment MSE | | |
|  |  |  |
| Figure 63: negative | **Figure 64:** neutral | **Figure 65:** positive (750 epochs) |

|  |  |  |
| --- | --- | --- |
| LSTM Sentiment MSE | | |
|  |  |  |
| Figure 66: negative | **Figure 67:** neutral | **Figure 68:** positive (750 epochs) |

While the ARIMA outperformed the LSTM at low epochs, the neural network models were not bounded with the restriction of only creating models at a defined significance level. Also, the LSTM variants utilized a validation\_split=0.2 on the same ARIMA train data. Thus, the ARIMA models generally benefited with 20% more train data. Later sections will attempt to show that better hyperparameters, coupled with higher epochs, improve overall performance. However, it will be important to recall that amidst less data, the LSTM is also competing against the earlier discussed grid-search optimization.

### Granger Causality

The granger causality is a hypothesis testing construct that helps to identify whether one time series can forecast another. While the premise involves stationarity, future studies should take better care ensuring stationary of the corresponding stock index/volume prior to the granger test. In the immediate section, an attempt will be made to use the Granger Causality test, to identify which time series models to consider.

Since earlier consideration assigned VIX/LizAnnSonders as the base case, various testing approaches with associated p-value are shown:

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Negative Sentiment “Granger Causes” VIX Volume | | | |
|  |  |  |  |
| Figure 69: chi-test | **Figure 70:** f-test | **Figure 71:** params ftest | **Figure 72:** ratio test |

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Neutral Sentiment “Granger Causes” VIX Volume | | | |
|  |  |  |  |
| Figure 73: chi-test | **Figure 74:** f-test | **Figure 75:** params ftest | **Figure 76:** ratio test |

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Positive Sentiment “Granger Causes” VIX Volume | | | |
|  |  |  |  |
| Figure 77: chi-test | **Figure 78:** f-test | **Figure 79:** params ftest | **Figure 80:** ratio test |

At 95% confidence, the negative LizAnnSonders sentiment scores can be said to “granger cause” the associated VIX index. In the next section, paired time series with significant granger scores (p <= 0.05), will decide which timeseries and classification models to consider.

## Select Results

Motivation for later segments was predicated on finding results with significant granger score (p <= 0.05). Unexpectedly, many significant results were found between various sentiments, paired with an associated stock index/volume. To generalize, only timeseries associated with AMZN will be shown. However, variations combinations of visualizations, and results can be further reviewed[[55]](#footnote-55).

### Granger Causality

Below normalized sentiment scores generally can be said to “granger cause” a corresponding lagged stock index/volume. Specifically, each paired result has a minimum of one significant lagged step for the corresponding stock index/volume:

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Neutral jimcramer “Granger Causes” AMZN Volume | | | |
|  |  |  |  |
| Figure 81: chi-test | **Figure 82:** f-test | **Figure 83:** params ftest | **Figure 84:** ratio test |

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Neutral LizAnnSonders “Granger Causes” AMZN Volume | | | |
|  |  |  |  |
| Figure 85: chi-test | **Figure 86:** f-test | **Figure 87:** params ftest | **Figure 88:** ratio test |

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Positive LizAnnSonders “Granger Causes” AMZN Volume | | | |
|  |  |  |  |
| Figure 89: chi-test | **Figure 90:** f-test | **Figure 91:** params ftest | **Figure 92:** ratio test |

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Neutral SJosephBurns “Granger Causes” AMZN Volume | | | |
|  |  |  |  |
| Figure 93: chi-test | **Figure 94:** f-test | **Figure 95:** params ftest | **Figure 96:** ratio test |

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Positive SJosephBurns “Granger Causes” AMZN Volume | | | |
|  |  |  |  |
| Figure 97: chi-test | **Figure 98:** f-test | **Figure 99:** params ftest | **Figure 100:** ratio test |

|  |  |  |  |
| --- | --- | --- | --- |
| P-Value: Negative SJosephBurns “Granger Causes” AMZN Volume | | | |
|  |  |  |  |
| Figure 101: chi-test | **Figure 102:** f-test | **Figure 103:** params ftest | **Figure 104:** ratio test |

### Classification

As conducted earlier, points exceeding threshold limits were binned into corresponding classes (-1,1). While it is possible to define several threshold limits, without further study with the possibility of replacing the underlying z-score implementation, the current signal analysis portrays somewhat a balanced distribution of signals:

|  |  |  |
| --- | --- | --- |
| Signal Analysis: AMZN | | |
|  |  |  |
| Figure 105: ReformedBroker | **Figure 106:** SJosephBurns BNB | **Figure 107:** jimcramer BNB |

Moreover, the corresponding train distribution show a balanced spread:

|  |  |  |
| --- | --- | --- |
| Train Distribution: AMZN | | |
|  |  |  |
| Figure 108: ReformedBroker BNB | **Figure 109:** SJosephBurns BNB | **Figure 110:** jimcramer BNB |

However, the corresponding test distribution show a less unbalanced spread:

|  |  |  |
| --- | --- | --- |
| Test Distribution: AMZN | | |
|  |  |  |
| Figure 111: ReformedBroker BNB | **Figure 112:** SJosephBurns BNB | **Figure 113:** jimcramer BNB |

Overall, the associated results are marginally good:

|  |  |  |
| --- | --- | --- |
| Classification: AMZN | | |
|  |  |  |
| Figure 114: ReformedBroker BNB | **Figure 115:** SJosephBurns BNB | **Figure 116:** jimcramer BNB |

It can be generalized that the BNB outperforms other models for respective financial analysts:

|  |  |  |
| --- | --- | --- |
| Overall Results: classification models for AMZN | | |
|  |  |  |
| Figure 117: ReformedBroker BNB | **Figure 118:** SJosephBurns | **Figure 119:** jimcramer |

Corresponding precision, recall, and fscore was computed for each of the above BNB models. It easily seen that the selected AMZN models perform quite well.

|  |  |  |
| --- | --- | --- |
| Check: AMZN Total Volume | | |
|  |  |  |
| Figure 120: ReformedBroker | **Figure 121:** SJosephBurns | **Figure 122:** jimcramer |

Nonetheless, a k-fold validation was performed to allow multiple prediction runs for a given model. This provides better generalization for a given model, rather than relying on a single execution.

|  |  |  |
| --- | --- | --- |
| K-fold: AMZN Total Volume | | |
|  |  |  |
| Figure 123: ReformedBroker | **Figure 124:** SJosephBurns | **Figure 125:** jimcramer |

Results indicate that while scores generally outperformed the base case (see Figures 27-32), ReformedBroker performed best. It can be said that a vectorized corpus can be trained against normalized stock index/volume. However, future studies should better involve the target vector. Specifically, the significant lag found from the granger test should be applied to the normalized stock index/volume series. This would better address whether current vectorized tweets could predict future stock values. Lastly, the top 25 chi-square words do not provide further insight regarding AMZN:

|  |  |  |
| --- | --- | --- |
| Top 25 chi2: AMZN | | |
|  |  |  |
| Figure 126: ReformedBroker BNB | **Figure 127:** SJosephBurns BNB | **Figure 128:** jimcramer BNB |

Future improvements could better apply NLP by matching subsets of the corpus with topics related to the given stock index. This extended exploratory would likely correspond to greater LDA/NMT exploration, with a possibility of involving context free grammar[[56]](#footnote-56).

### Time series

Earlier, the dropout rate was fixed at zero for the base study. Successive models varied this parameter, as well as the number of units (i.e. neurons) in each cell. The MSE was utilized again to determine the performance on the test data, providing the ability to compare the different models. Since various literature has found 0.4 as an optimal dropout (Srivastava N., 2014), successive LSTM models either utilized this recommendation or 0.2[[57]](#footnote-57).

|  |  |  |
| --- | --- | --- |
| LSTM Sentiment: jimcramer | | |
|  |  |  |
| Figure 129: positive (1500) | **Figure 130:** neutral (3000) | **Figure 131:** negative (3000) |

|  |  |  |
| --- | --- | --- |
| LSTM Sentiment: jimcramer MSE | | |
|  |  |  |
| Figure 132: positive (1500) | **Figure 133:** neutral (3000) | **Figure 134:** negative (3000) |

As earlier stated, the ARIMA grid-search implementation only returns models having significant Dickey-Fuller test scores. If no significant models are found significant, then no corresponding report is made.

|  |  |  |
| --- | --- | --- |
| ARIMA Sentiment: jimcramer | | |
| Image result for not available icon |  |  |
| Figure 135: positive (0,0,0) | **Figure 136:** neutral (0,2,0) | **Figure 137:** negative (0,2,0) |

|  |  |  |
| --- | --- | --- |
| ARIMA Sentiment: jimcramer MSE | | |
|  |  |  |
| Figure 138: negative | **Figure 139:** neutral | **Figure 140:** positive (750 epochs) |

**Note:** earlier Figure 47-52, and 59-68 correspond to LizAnnSonders sentiment scores.

|  |  |  |
| --- | --- | --- |
| LSTM Sentiment: SJosephBurns | | |
|  |  |  |
| Figure 141: positive (3000) | **Figure 142:** neutral (3000) | **Figure 143:** negative (750) |

|  |  |  |
| --- | --- | --- |
| LSTM Sentiment: SJosephBurns MSE | | |
|  |  |  |
| Figure 144: positive (3000) | **Figure 145:** neutral (3000) | **Figure 146:** negative (750) |

|  |  |  |
| --- | --- | --- |
| ARIMA Sentiment: SJosephBurns | | |
|  | Image result for not available icon | Image result for not available icon |
| Figure 147: positive (0,2,0) | **Figure 148:** neutral DNE | **Figure 149:** negative DNE |

|  |  |  |
| --- | --- | --- |
| ARIMA Sentiment: SJosephBurns MSE | | |
|  | Image result for not available icon | Image result for not available icon |
| Figure 150: positive (0,2,0) | **Figure 151:** neutral not shown | **Figure 152:** negative not shown |

While variations of the predicted scores (for each epoch limit) were noticeable, associated MSE scores were negligible. Specifically, variations of epoch, and dropout does not improve overall MSE scores.

|  |  |  |
| --- | --- | --- |
| LSTM Stock: AMZN (epochs, dropout) | | |
|  |  |  |
| Figure 153: (750, 0) | **Figure 154:** (1,500, 0) | **Figure 155:** (3,000, 0.2) |

|  |  |  |
| --- | --- | --- |
| LSTM Stock: AMZN MSE (epochs, dropout) | | |
|  |  |  |
| Figure 156: (750, 0) | **Figure 157:** (1,500, 0) | **Figure 158:** (3,000, 0.2) |

ARIMA outperformed LSTM by a factor of 10:

|  |  |
| --- | --- |
| ARIMA Stock: AMZN | |
|  |  |
| Figure 159: MSE | **Figure 160:** (1,1,0) |

In general, 3200 tweets were utilized for a given financial analyst; this number was frequently reduced to just 3000 after pre-processing. While ARIMA benefited from the grid-search, the LSTM set aside 20% of the train for validation. This allowed an overall MSE score to be captured for each epoch iteration. In the future, more data is required to conduct a better comparison for the time series models. Furthermore, the ARIMA train could be trimmed by the LSTM validation size.

# Compute Benchmark

Exploratory, classification, and timeseries modeling performance was generally compared. Each modeling variation involved a select stock index:

* AAPL
* AMZN
* GOOGL
* MMT
* NFLX
* VX1
* NASDAQ
* MMM
* SPY
* QQQ
* RWTC\_D
* 15YFIXED\_IR
* 30YFIXED\_APR

Paired with a corpus of financial analyst tweets:

* Jimcramer
* ReformedBroker
* TheStalwart
* LizAnnSonders
* SJosephBurns

Each variation of the performance benchmark includes the time to complete the join\_data[[58]](#footnote-58) aggregation. Accounting the time to join each stock index against the matrix of financial analyst, can be considered a constant scaled factor across the different benchmarks:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Table 1: Compute Performance (min) | | | | | | | |
| Resources | **TS Stock\*\*** | | **TS Sent\*\*** | | **Class Sent\*\*** | **Granger\*\*** | |
| 3.0GHz (2 core), 8GB RAM | ~13 | (p,q,d) = autoscale  epochs = 750  cells = 4  units = 50  dropout = 0 | 42 | (p,q,d) = range(0,4)  epochs=750  cells = 4  units = 50  dropout = 0 | ~4 | ~3 | range(0,4) |
| p2.xlarge: 1GPU, 4vCPU 61GB RAM | ~20 | (p,q,d) = autoscale  epochs = 3,000  cells = 4  units = 50  dropout = 0 | 43 | (p,q,d) = range(0,4)  epochs = 3,000  cells = 4  units = 50  dropout = 0 | ~2 | ~1 | range(0,4) |
| p2.xlarge: 1GPU, 4vCPU 61GB RAM | ~13 | (p,q,d) = autoscale  epochs = 1,500  cells = 4  units = 50  dropout = 0.2 | 29 | (p,q,d) = range(0,4)  epochs = 1,500  cells = 4  units = 50  dropout = 0.2 | N/A | N/A | range(0,4) |
| p2.8xlarge: 8GPU, 32 vCPU, 488 GB RAM | N/A | (pq,d) = autoscale  epochs = 5,000  cells = 4  units = 512  dropout = 0.4 | N/A | (p,q,d) = range(0,4)  epochs = 5,000  cells = 4  units = 512  dropout = 0.4 | N/A | N/A | range(0,4) |

**Note:** p2 architecture was implemented based on 2019 resource attributes[[59]](#footnote-59).

**Note:** \*\*scores were estimated per stock index/volume with all combinations of financial analyst Vader sentiment scores.

Each modeling technique depicted in Table 1, was executed independent of other model(s). In the case of the granger, stock time series, and classification analysis, each stock code was executed manually one at a time. Except for the sentiment time series, each analysis joined against all variations of the financial analyst twitter corpus. The motivation of this approach was largely due to limitations of the codebase. The original codebase iterated each quandl dataset and joined each step against every combinations of financial analyst twitter corpus. On a higher level, while the iterative analysis appears to be some O((x1+x2+x3)2+x4) factor, realistically, each xnth factor decomposes further into a higher non-linear order. A simple depiction would be to allow x1 to represent the TS Stock analysis. This includes both ARIMA and LSTM modeling, encompassesing the earlier discussed grid-search optimization, with high LSTM epoch order.

In general, future optimizations should include better garbage collection, possibly applying similar tensorflow constructs[[60]](#footnote-60) for the ARIMA models. Moreover, rather than running the codebase as a script, it could be converted to an application with distributed and scaled resources. This was the original intention, and already partially written with the flask app-factory[[61]](#footnote-61) in mind.

# Future Ideas

Overall, this study has shown that while sentiment for financial analysts are moderately to strongly related to the associated topics/companies, much improvement can be made. For example, rather than concluding that tweets are associated to whether a given stock moves up or down, the tweet corpus can be lagged. Thus, lagged tweets would be used to model future stock predictions.

Moreover, two different analysis techniques were implemented to approach the overall question of whether market sentiment could predict stock index/volume. Namely, univariate stock data was binned creating a target vector for classification models and vectorized tweets were trained against this target vector. However, results are too general to be directly useful. Instead, the results of the classifiers should be used with the second approach of time series modeling. For example, rather than attempting to model a univariate time series data (stock, or normalized sentiment), the classification results could become an added or weighted parameter to help predict stock index/volume (or the normalized sentiments). Thus, a multivariate time series model could be investigated.

Replacing the univariate ARIMA may be less straight-forward in comparison to utilizing a multivariate LSTM model. The latter approach has already been stubbed out in the provided LSTM codebase[[62]](#footnote-62) and currently commented as “TODO”. Regardless whether non-neural network based multivariate models are constructed, the LSTM variant itself can be compared against the earlier models using the same MSE scores. Further, selecting the most optimal hyperparameter choices for the neural network models is often a great challenge. Training multiple models with a matrix of parameter choices can be both time and cost prohibitive. Thus, a crowdsourcing website has been created as a result of this project, available at <https://jefflevesque.com> . In general, data scientists can upload their trained model, as well any associated metadata[[63]](#footnote-63). Additional artifacts including model performance can be uploaded to the same platform, providing others the ability to understand the complexity of the given model, and a comparison against other similar trained networks.

Using this platform, image file(s), and a corresponding flat file (i.e. csv or json) can be uploaded to help portray the MSE scores during each epoch iteration. More generally, this helps show whether the trained model converged and how accurate predictions are.

|  |  |
| --- | --- |
| LSTM Stock: AMZN | |
|  |  |
| Figure 161: train (750) | **Figure 162:** test (750) |

Allowing researchers to crowd source projects such as this one provides the ability to train many hyperparameter variants of the given model. Rather than comparing ARIMA to three different variations of LSTM, any number of models can be compared to determine the most optimal.

Lastly, the modern portfolio theory, often referred to as the Markowitz Model could be applied. Since early topic modeling helped determine which stock index to study, an extension would determine the optimal investment distribution within the given portfolio. This efficient portfolio would be compared to a fixed rate, such as the NASDAQ, and could potentially be used as another lagged/weighted parameter within the multivariate model.

# Conclusions

Stock market analysis has always been a difficult topic of study, especially with respect to market sentiment. In general, it can be stated that the stock market domain has greater degrees of freedom compared to market sentiment. Thus, if key elements within market sentiment are not significant, then the overall topic may be too difficult to assess. For example, when analyzing multiple financial analysts (via historical tweets), the content may significantly involve one or several topics. However, these topics may or may not directly relate to a given stock or company. Some degree of noise will exist, causing imperfections during later analysis. Further, each stock will have many factors contributing to the given change of value. These true factors will often be hidden and may exist as a superset of what each financial analyst has expressed.

Additionally, some financial analyst will perform better than others for a given domain. Recall Figures 120-125. It is evident that ReformedBroker’s tweets best characterizes AMZN stock, compared to SJosephBurns, jimcramer, and others. When studying these analysts, it is important to remember from earlier exploratory the domain of specialty each represent. Once discovered, analysis can be performed directly and then reported as-is. This was the general approach of the overall study. However, future studies, should take better care developing strategies to remove excess noise. For example, if a given financial analyst best characterizes the tech sector, then tweets associated with agriculture could either be removed, or weighted differently. Thus, more data, as well as better data filtering could produce more meaningful results.

In the era of data science, and big data, it is customary to believe that more computing produces better results. However, these conventions are not fully accurate. For example, Figures 156-158 show that as more compute are available, the corresponding neural network does not perform differently. While earlier discussion of improved data filtering process may become more evident, the need to collect and incorporate more data is equally, if not more, important than the analyses themselves.

# Appendix A

To determine the optimal AR, or MA terms for a given (possibly differenced) series, first construct the corresponding ACF or PACF plots. The following rules serve as guidelines to determine ARMA terms[[64]](#footnote-64):

* **Rule 6:** If the PACF of the differenced series displays a sharp cutoff and/or the lag-1 autocorrelation is positive--i.e., if the series appears slightly "underdifferenced"--then consider adding an AR term to the model. The lag at which the PACF cuts off is the indicated number of AR terms.
* **Rule 7:** If the ACF of the differenced series displays a sharp cutoff and/or the lag-1 autocorrelation is negative--i.e., if the series appears slightly "overdifferenced"--then consider adding an MA term to the model. The lag at which the ACF cuts off is the indicated number of MA terms.
* **Rule 8:** It is possible for an AR term and an MA term to cancel each other's effects, so if a mixed AR-MA model seems to fit the data, also try a model with one fewer AR term and one fewer MA term--particularly if the parameter estimates in the original model require more than 10 iterations to converge.
* **Rule 9:** If there is a unit root in the AR part of the model--i.e., if the sum of the AR coefficients is almost exactly 1--you should reduce the number of AR terms by one and increase the order of differencing by one.
* **Rule 10:** If there is a unit root in the MA part of the model--i.e., if the sum of the MA coefficients is almost exactly 1--you should reduce the number of MA terms by one and reduce the order of differencing by one.
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